
International Journal of Soft Computing and Engineering (IJSCE) 

ISSN: 2231-2307 (Online), Volume-14 Issue-6, January 2025 

 28 

Published By: 

Blue Eyes Intelligence Engineering 
and Sciences Publication (BEIESP) 

© Copyright: All rights reserved. 

Retrieval Number: 100.1/ijsce.I97000812923 

DOI: 10.35940/ijsce.I9700.14060125 

Journal Website: www.ijsce.org 

Human Mood Detection using Image Processing 
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Abstract: This work aims to develop an efficient algorithm to 

automatic the detection of emotions based on facial expressions. 

Which involves the use of computer vision & machine learning 

techniques to classify the emotions of individuals or groups in real-

time using an image. As mood detection refers to the process of 

using various techniques and tools to identify or recognize the 

emotional state or mood of an individual based on their facial 

expressions. Its purpose will be to provide insights into the 

psychological state of individuals for various applications such as 

mental health diagnosis. It typically involves the use of machine 

learning algorithms and natural language processing techniques 

to analyze and interpret human behavior. This approach also uses 

deep learning models to learn the features of facial expressions 

and detect the corresponding emotions. The results show that the 

proposed algorithm is accurately detecting emotions from images 

with better accuracy & less false detection, which can be suitable 

for use in various applications such as healthcare, entertainment 

and social media. 

Keywords: Haar Cascade, Convolution on Image, Deep Face, 
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I. INTRODUCTION

Families have been steadily getting smaller over the past

few decades, frequently switching to nuclear family forms for 

a variety of reasons. Smaller family sizes may be on the rise 

voluntarily or as a result of uncontrollable external factors. 

The idea of blended families, which combine different family 

members, is rising in popularity. The incidence of both 

parents working outside the home, which limits family time, 

is a noticeable development. Family members may feel 

isolated as a result of this circumstance, which could lead to 

major emotional health problems, including depression. 

Furthermore, emotional challenges can stem from different 

factors, including genetic predisposition, where certain 

emotional traits are inherited through mutations that vary 

from person to person. Biological factors, such as 

neuroimmunology disorders and hormonal imbalances, can 

also contribute to emotional difficulties. Psychosocial 

reasons, encompassing social and psychological influences, 

play a significant role in shaping emotional well-being. 

Mood detection is the process of identifying and analyzing 
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an individual's emotional state through various means such as 

facial expressions. It can be useful in a variety of contexts, 

including mental health treatment, marketing research, and 

customer service. There are various methods for detecting 

mood, including machine learning algorithms, sentiment 

analysis software, and human observation. Mood detection 

technology has improved significantly in recent years, with 

advancements in artificial intelligence and computer vision 

making it possible to accurately detect and analyze emotions 

in real-time. However, mood detection is not a perfect 

science, and there is always a margin of error in any system 

that attempts to analyze human emotions. 

In this context, software applications like the one you're 

working on hold promise for enhancing human interaction 

and decision-making abilities. By automating the process of 

identification and detection of emotional states, the software 

aims to improve the overall human experience. The 

development of such software involves a series of crucial 

techniques. One notable technique is the conversion of 

images from full-color RGB format to grayscale, or gray 

level. This conversion eliminates the distractions caused by 

colors, allowing viewers to focus on other key aspects of the 

image, such as subject matter, textures, shapes, and patterns. 

Another essential technique is the application of 

convolutions on image layers. The Blurbox filter, for 

instance, softens the image by averaging the pixel values of 

each pixel with those of its surrounding pixels, resulting in a 

smoother appearance. The sharpening filter enhances image 

clarity and eliminates distortion induced by cameras, 

directing attention to the central elements. The emboss filter 

creates a three-dimensional effect that gives the image a 

raised appearance, simulating the characteristics of an 

embossed object. 

A significant step in the software's development is the use 

of a Haar cascade classifier. This classifier employs multiple 

filters to detect various facial components within an image. 

By identifying these components, it becomes possible to 

extract crucial information about the emotions conveyed by 

the subject. The deepface technique is then applied to assess 

the emotions present in the image. Deepface employs the 

components detected by the Haar cascade classifier to 

determine the emotional state of the subject. This final step is 

pivotal in automating and refining the process of emotional 

state detection. 

In summary, this work focuses on creating software that 

automates the identification and detection of emotions within 

images. Through techniques such as grayscale conversion, 

convolution filters, Haar cascade classifiers, and deepface 

analysis, the software aims to enhance human interactions 

and decision-making abilities, ultimately contributing to 

emotional well-being and 

improved quality of life. 
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II. BACKGROUND STUDY 

In this project concepts were used like image processing 

which is used for manipulation and analysis of digital images 

using computer vision. It involves techniques that are used to 

enhance or modify digital images in various ways such as 

improving image quality, removing noise, correcting 

distortions, changing the colors, and extracting important 

features from the images. It consists of few additional feature 

like image segmentation -here an image is converted into a 

collection of regional pixels that are represented by a mask or 

a labeled image and by dividing the image into smaller 

segments so that the important parts/segments will only be 

processed from the whole image here multiple filters were 

used to calculate feature points by subtracting darker region - 

brighter region ,feature extraction -it is the processing where 

the important parts/relevant features from the image is 

extracted for future analysis and uses i.e. the feature 

segmented in the previous steps ,convolution layer it consists 

of 3 important features -blurbox It is a straightforward blur 

where each pixel is set to the average of the pixels 

surrounding it. It may be written as a discrete convolution of 

two functions f[n] and g[n], where f[n] represents the image’s 

discrete pixel values and g[n] is the kernel i.e. to smooth out 

the image, sharpening is used to sharpen the image (i.e. 

retrieve any lost feature point else highlight it). There are 

three main reasons behind image sharpening: To overcome 

blurring introduced by the camera, to draw attention to 

particular areas & To increase legibility. Any camera’s RAW 

data is slightly unsharp. So the sharpest transitions are used 

to average out. It also increases contrast which attract human 

eye i.e. overall enhancing the image & emboss which forms 

a 3D mold that stick out from the surface which involves 

highlighting the edges and other feature points. Then the haar 

cascade classifier which was originally developed by Paul 

Viola & Michael Jones [4] to detect faces and object but here 

the proposed work is only going to detect human faces and to 

do so they created different kind of filters .Then feature points 

were calculated by subtracting darker region - brighter region 

then with the help of feature points and filter facial objects 

were detected still an image can have multiple feature point 

which may or may not be needed to detect and an image can 

have upto 1,80,000 feature points which later on decreased to 

5k-6k feature point by using integral image & Adaboost then 

to make it even faster additional cascade was introduced - 

Here the subset of all 6000 features will again run on the 

training images to detect if there’s a facial feature present or 

not.  

The idea behind this is, not all the features need to run on 

each and every window. And at last Deepface is used for 

Mood detection [5] which was originally developed by 

facebook. And can analyze these expressions to detect 

various emotions such as happiness, sadness, anger, surprise, 

and disgust. This is achieved through the use of convolutional 

neural networks (CNNs), which is trained on large datasets of 

labeled facial images to recognize patterns associated with 

specific emotions [1]. 

The general view by discussing few papers using different 

technology where authors have used Local binary patterns in 

short LBP for feature extraction which gave them basically a 

couple of advantages like  

i) low cost while calculation 

ii) Resistance to irregular rising and falling in image 

grayscale values i.e. makes it a bit faster in some cases 

It could also detect very small structures/microstructure 

like edges, spots, flat area by understanding histogram Its 

working algorithm is also simple like here also initially to 

convert the image into grayscale then for each and every pixel 

in the image, need to select the p neighbors that are 

surrounding the center pixel then it is required to take the 

center pixel and set it to threshold (i.e. compare the center 

pixel with surrounding pixels if center is greater than or equal 

to center pixel update/set its value to 1 else 0) for its p 

neighbors. Next compute the LBP [2] values sequentially in 

counterclockwise then take/write a binary number consisting 

of digits adjacent to the center pixel. This binary number (or 

its decimal equivalent) is called LBP-central pixel code and, 

further, is used as a characteristic selected local texture. 

Whereas some have used SVM (support vector machine) 

[3] for detecting faces. As in this paper authors have used 

multiple calculation for different features extraction like skin 

color detection using RGB, YCbCr and HLS, edge detection 

using threshold value and by calculating intensity gradient of 

the image, extracting face features [7] by calculating 

luminance and chrominance value the it is trained as SVM [8] 

classifier on a set of positive and negative examples of faces.  

Positive examples are images containing faces, while 

negative examples are images without faces [11]. The SVM 

learns to separate these two classes based on the extracted 

features [12]. Then trained SVM is used to detect new images 

This is done by sliding a detection window over the image 

and applying the SVM to the features within the window [13]. 

If the SVM output is above a certain threshold, a face [10] is 

detected. 

But some authors have used opencv for computer vision i.e. 

a package / infrastructure to edges and other components of 

an image then used haar cascade classifier for detecting 

features like eye, nose, eyebrow, etc. by applying multiple 

filters on to the image then feature points are calculated and 

to make it faster integral image & Adaboost is used [14]. And 

by calculating the distance from one edge to another from 

features the emotions/mood is detected or predicted [15]. Still 

some authors have different models that use a convolutional 

neural network (CNN) to extract features and detect faces in 

the image [6]. 

Here the detected faces are then aligned to a standard pose 

using a geometric transformation, which helps to improve 

feature extraction and mood detection. It extracts facial 

features from the aligned faces using a deep neural network. 

Which include facial landmarks, head pose, and other facial 

attributes. Then the extracted features are used to determine 

the mood of each detected face. And after training the model 

it can classify moods into one of seven categories: neutral, 

happy, sad, angry, fearful, surprise, and disgust [5]. 

III. METHODOLOGY 

Initially, it is required to install all the necessary packages 

and import all necessary libraries use OpenCv (computer 

vision which provide 

infrastructure  
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for computer vision applications) then load the image after 

that convert the image into gray level then apply convolution 

layer which consists of 3 feature firstly blurbox to smooth out 

the image secondly sharpening which overall enhances the 

image and highlight edges and fine details of it lastly Emboss 

is a technique used to create a 3D-like effect on an image. 

This technique works by creating a beveled or raised edge on 

the image, giving it a sense of depth and dimensionality. It 

involves creating a convolution kernel that highlights the 

edges of an image. The kernel is then applied to the image, 

resulting in a new image where the edges are enhanced and 

appear to be raised or recessed. Then the haar cascade 

classifier is implemented to detect the face of an image by 

using filters and calculating feature points then calculate use 

integral points to make the calculations easier and adaboost 

to make it faster. Lastly Deepface is implemented which is a 

Lightweight Face Attribute Analysis Framework and is used 

in this work to detect the emotion using imp feature point (6k) 

from previous step as well as it can detect Age, Gender, 

Emotion, Race. Then a user defined dataset has been taken to 

train this algorithm. 

 

 

[Fig.1: System Flow of the Proposed Algorithm] 

A. Representation of Proposed Algorithm 

Step 1- Take a new image or load it from data set 

Step 2- Convert the image into grayscale to remove any 

distraction of color and help the software to focus on other 

aspects of the image. 

Step 3- Apply convolution on image i.e. subdivided into three 

steps first use Blurbox to soften the image, secondly use 

sharpening to focus attention on to the image and remove 

camera-induced distortion and thirdly used Emboss to give it 

a 3D mold that protrudes from the surface after Application 

features will be clearly raised in high relief. 

Step 4- Apply haar cascade classifier to detect face using 

different filter onto the Image in order to detect facial parts 

like eyes, nose, lips, etc. then integral points will be calculated 

from feature points to make the calculation easier and faster 

than adaboost and additional cascade [9] will be used to 

ignore unimportant/unnecessary feature points to make it 

better and faster. If the face is not detected then it will stop, 

else it will move to the next step. 

Step 5- Apply deepface which will be used for mood 

detection. This system utilizes a deep neural network to map 

the facial features of an individual and identify them with 

high accuracy.  

Step 6- Result will be displayed where the mood will be 

detected from that particular image. 

IV. RESULTS AND DISCUSSIONS 

After studying multiple approaches, different ways to get 

better results can be followed. Here, few additional layers 

were used like convolution layer on the image while 

preprocessing (i.e. feature extraction stage of image). It 

(convolution layer) consists of 3 major components like- 

BlurBox, sharpening, & emboss which explained in detail in 

methodology/working section. And applying it is observed 

that the proposed algorithm has less false detection then the 

previous version if the image is having multiple faces. 

  

 

Original Image 

 

Output with Earlier Approach 

 

Output with Proposed Algorithm 

It can be observed that in original image there are 8 faces 

but the previous generation is 

showing 33 faces i.e. 33-8=25  

false detections whereas the 

proposed work is showing 15 
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faces i.e. 15-8 = 7 false detections so by this output it can be 

determined that the proposed working model is a little bit 

better in terms of accuracy. The aim of the work is to provide 

an improver one of the steps by preprocessing for future 

reference expecting the overall result will have a great impact 

on the system. 

V. CONCLUSION 

Mood detection is a fascinating and rapidly growing field 

that has the potential to greatly benefit individuals and society 

as a whole. With the advancements in technology, machine 

learning algorithms, and the availability of vast amounts of 

data, it is becoming increasingly possible to accurately detect 

and analyze an individual's mood in real-time. Mood 

detection has numerous applications, including mental health 

diagnosis and treatment, personalized marketing, and 

improving human-robot interactions. It can also help identify 

potential risks such as depression, anxiety, and other mental 

health disorders, allowing for early interventions and 

treatments. However, there are also potential concerns around 

the accuracy and ethical implications of mood detection 

technology, particularly in the areas of privacy and security. 

As such, it is important for researchers and developers to 

approach the development and deployment of mood detection 

technology with care and consideration. Overall, mood 

detection technology has the potential to be a valuable tool 

for understanding and improving human well-being, but it is 

important to approach it with caution and a critical eye 

towards its benefits and potential drawbacks. 
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