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Abstract- Support Vector Machines tend to perform better when dealing with multi-dimensions and continuous features. They work well with the data with high dimension also. This paper introduces the support vector machine (SVM) approach to the classification task in a step-wise manner to address mainly the high dimensional datasets. The task here is modeled as a supervised learning problem using SVM classifier in multiple steps. This approach has enabled to combine the inductive and analytical learning. Integrated learning systems, (i.e., systems that combine empirical and explanation-based learning or inductive and analytical learning) have the potential of overcoming the weakness of either method applied individually. This approach has been employed in proposing a step-wise SVM model in this paper.
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I. INTRODUCTION

Integrated learning systems, (i.e., systems that combine empirical and explanation-based learning or inductive and analytical learning) have the potential of overcoming the weakness of either method applied individually. This approach has been employed in proposing a step-wise SVM model in this paper using Inductive and Analytical learning methods. Support vector machine (SVM) has gained much attention, since their inception [4], [2]. It presents a powerful new generation learning algorithm based on recent advances in statistical learning theory. It delivers state-of-the-art performance in real-world applications and presents a useful algorithm for classification. A Support Vector Machine (SVM) maps input (real-valued) feature vectors into a higher dimensional feature space through some nonlinear mapping. SVMs are powerful tools for providing solutions to classification, regression and density estimation problems. These are developed on the principle of structural risk minimization [8]. Computing the hyperplane to separate the data points i.e. training a SVM leads to quadratic optimization problem [8], [5]. Speed of the SVMs is one of its main advantages. SVMs can learn a larger set of patterns and be able to scale better, because the classification complexity does not depend on the dimensionality of the feature space. SVMs also have the ability to update the training patterns dynamically whenever there is a new pattern during classification.

Inductive methods seek general hypotheses that fit the observed training data, whereas analytical learning methods seek general hypotheses that fit prior knowledge while covering the observed data. Inductive learning methods depend on the amount of training data available. Pure analytical learning methods offer the advantage of generalizing more accurately from less data by using prior knowledge to guide learning.

However, they can be misled when given incorrect or insufficient prior knowledge. Purely inductive methods offer the advantage that they require no explicit prior knowledge and learn regularities based solely on the training data. However, they can fail when given insufficient training data, and can be misled by the implicit inductive bias they must adopt in order to generalize beyond the observed data. These two learning paradigms are based on fundamentally different justifications for learning hypotheses and offer complementary advantages and disadvantages. Combining them offers the possibility of more powerful learning methods. This approach has enabled to combine the inductive and analytical learning in this paper. In general, the all classification algorithms consider the entire set of attributes as input for modeling the classifier. However, the proposed approach considers a partition of a set of attributes and accepts as input a block of the partition in each of the steps in this step-wise SVM classification model. The subset of attributes considered in step i include the predicted decision attribute of step (i-1).

II. PRELIMINARIES

A. Inductive Learning

Inductive learning methods are those that generalize from observed training examples by identifying features that empirically distinguish positive from negative training examples. Decision trees, neural network learning, inductive logic programming and genetic algorithms are all examples of inductive learning methods that work in this manner. The limitations of these inductive learning methods are that, they do not perform well when there is insufficient data available. It is observed that through theoretical analysis that when learning inductively from a given number of training examples, there are fundamental bounds on accuracy that can be achieved.

In inductive learning, the learner is given a hypothesis space H from which it must select an output hypothesis, and a set of training examples D = \{(x_1, f(x_1)),..., (x_n, f(x_n))\} where f(x_i) is the target value for the instance x_i. The desired output of the learner is a hypothesis h from H that is consistent with these training examples.

B. Analytical Learning

Analytical learning uses prior knowledge and deductive reasoning to augment the information provided by the training examples, so that is not subject to these same bounds. In analytical learning, the input to the learner includes the same hypothesis H and training examples D as for inductive learning. In addition, the learner is provided an additional input: A domain theory B consisting of background knowledge that can be used to explain observed training examples. The desired output of the learner is a hypothesis h from H that is
consistent with both the training examples D and the domain theory B.

C. Data Reduction

Data reduction techniques have been helpful in analyzing reduced representation of the dataset without compromising the quality of the knowledge extracted. The concept of data reduction is commonly understood as either reducing the volume or reducing the dimensions (number of attributes). There are a number of methods that have facilitated in analyzing a reduced volume or dimension of data and yet yield useful knowledge. Certain partition based methods work on partition of data tuples. However, partitioning the data table with respect to set of attributes is considered in this paper.

Attribute Relevance Analysis

The general idea behind attribute Relevance analysis is to compute some measure that is used to quantify the relevance of an attribute with respect to a given class or concept. It is not possible to be definitely sure that all attributes are informative for the given target. In real-world data, the representation of data often uses too many attributes, but only a few of them may be related to the target concept. Attribute selection and ordering procedures help us to solve this kind of problem. They order the set of input attributes according to their information content, and then select a relatively small subset of the most informative attribute. This procedure is also called attribute evaluation method (attribute relevance) as the attributes are evaluated and ordered in terms of their relevance with respect to the information content. There are a number of methods available for attribute relevance analysis. Some of them are enumerated as Information Gain, Gain Ratio, Gini Index, Principal Component Analysis, Factor Analysis.

Information Gain

The method of attribute relevance analysis used in the proposed model is Information Gain. In general terms, the expected information gain is the change in information entropy from a prior state to a state that takes some information as given:

$$I(G(x,a)) = H(Ex) - H(Ex | a)$$

Let Attr be the set of all attributes and Ex, the set of all training examples, value(x,a) with defines the value of a specific example x for attribute a, H specifies the entropy. The information gain for an attribute is defined as follows:

$$I(G(E,a)) = H(E) - \sum_{x \in E} \frac{|\{x \in E, value(x,a) = v\}| \times H(|\{x \in E, value(x,a) = a\}|)}{|E|}$$

This is the heuristic that was originally used by [7].

III. PROPOSED WORK

In order to address the issues of high dimensional multi-variate data for classification dimension reduction is has been one of the essential preprocessing steps before application of a classification algorithm. The complexity of decision tree or classification-rule based classifiers may be a concern for high dimensional data, learning a sizable weight vector for SVM based classifier also poses challenge. Therefore, in order to reduce the computational effort of learning a large weight vector at one step for an SVM based classifier, working on a subset of the attributes describing the data tuples at a time in each step has been considered.

Step-wise Support Vector Machine (S-SVM)

In order to address the issue of high dimensionality in multi-variate data, dimension reduction becomes an essential pre-processing step before modeling classifier by applying a suitable algorithm. Besides complexity of decision tree or classification-rule based classifiers, large number of attributes directly impact the learning speed. Learning a weight vector corresponding to the set of attributes for an SVM-based classifier also poses significant challenge. Therefore, in order to reduce the computational effort of learning a large weight vector at one step to model, a SVM based classifier, using a subset of the attributes describing the data subtables at each step has been considered for a step-wise approach to design an SVM based model.

Algorithm Design

The set of disjoint subsets of attributes in particular partition of the attribute set may be obtained in various ways. However, attribute relevance based criterion may yield a partition of the set of all conditional attribute of a dataset with some blocks containing attributes with very low or negligible relevance and some with higher relevance. The SVM-based algorithm developed in this paper considers to analyse data-subtable corresponding to a block of the partition of set of conditional attributes at a time in a step-wise manner. The algorithm for S-SVM is given below:

Algorithm

Step1. A Dataset X= \{x: x \} of labelled instances N and conditional Attribute A

Step2. Apply SVM and obtain the classification accuracy C_{svm} and Attribute Relevance Analysis on entire set of Attribute A.

Step3. Arrange the attributes in order of their ranks

Step4. Vertically Partition the dataset X, according to ascending order of their ranks. These n attributes have been partitioned into two subtables A_1 and A_2 = A_1 \cup A_2

Step5. Take one partition A_1 of A with the decision attribute Y and apply SVM classifier, obtain the classification accuracy C_{svm} (A_1) and predicted value attribute.

Step6. Compare C_{svm} (A_1) with the threshold value of the classification accuracy C_{svm}.

Step7. If C_{svm} (A_1) ≥ C_{svm}, then end, else take the next subset of A, i.e. A_2

Step8. Add the predicted value attribute obtained from step 5 and add it to A_2 as conditional attribute

Step9. Apply SVM on set (A_2 \cup Predicted Value Attribute) with the decision attribute Y and obtain classification accuracy C_{svm} (A_2) and the new predicted value attribute.

Step10. Repeat Step 7 with C_{svm} (A_2)

The overall computational complexity of the algorithm for the proposed model has been worked out to be O(k.n.m), where k is the number of partitions, n is the number of training instances and m is the number of attributes.

IV. EXPERIMENTS USING PROPOSED MODEL

For the proposed method of classification namely step-wise SVM classification, the attribute evaluation of the attributes has been done using WEKA and Phase II and Phase III of the method has been carried out in StatSoft Software
B. Experimental Setup

The experiment was conducted with 10 runs each for each dataset. Each run means, to classify the data at split of different seed value. Seed values used for splits are 1500, 1000, 900, 800, 750, 600, 500, 350, 200, 100. The seed values were randomly selected. The RBF Kernel has been used for SVM and the parameters C have been selected using grid search. Experimental design is given in table 2.

V. RESULTS AND ANALYSIS

The results obtained from the application of step-wise SVM model on the selected data sets are presented in the Table 2.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SVM</th>
<th>Step-wise SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australian Credit</td>
<td>85.49</td>
<td>86.65</td>
</tr>
<tr>
<td>Chess</td>
<td>93.698</td>
<td>97.12</td>
</tr>
<tr>
<td>Credit Approval</td>
<td>86.26</td>
<td>86.65</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>95.80</td>
<td>96.56</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>96.01</td>
<td>97.57</td>
</tr>
<tr>
<td>Image Segmentation</td>
<td>94.97</td>
<td>95.99</td>
</tr>
<tr>
<td>German Credit Card</td>
<td>81.30</td>
<td>80.8</td>
</tr>
</tbody>
</table>

The proposed method has the best advantages of both the inductive learning and analytical learning. In the second phase of the method, when the first dataset is classified using SVM classifier, the predicted values of the classes for the dataset are stored and used as a new variable in second dataset. These predicted values have the information about the classes. This information about the classes is then used as the domain knowledge as in analytical learning and the second dataset is classified using SVM and this domain knowledge when used as a new variable, gives better classification accuracy and also reduces the number of support vectors. As the preprocessing step of data mining, in this paper, attribute selection method is used but it is used as the combination of attribute selection and ordering, more precisely, attribute evaluation. Attribute relevance analysis is a process that chooses a subset of M features from the original set of N features (M<N), so that the feature space is optimally reduced according to a certain criterion (Blum and Langley, 1997).

VI. EVALUATION

For carrying out the statistical analysis of the two classifiers, Wilcoxon signed-ranks test has been used. The Wilcoxon signed-ranks test [9] is named after Frank Wilcoxon (1892–1965) and is a non-parametric alternative to the paired t-test, which ranks the differences in performances of two classifiers for each data set, ignoring the signs, and compares the ranks for the positive and the negative differences. The test was popularized by Siegel [6]. The accuracy of the two classifiers has been used to calculate the Wilcoxon test statistic and then obtained value of Wilcoxon test statistic is compared with the critical value Wilcoxon test statistic at α = 0.05 level of significance. The obtained value of Wilcoxon test statistic for the two classifiers i.e. the proposed model and SVM is -0.16903, and the critical value of Wilcoxon test statistic at...
N=7 and \( \alpha =0.05 \) is 2, since the obtained value is less than the critical value, it has been concluded that the difference between the two classifiers are significantly different i.e. the difference between their performance is unlikely to occur by chance.

VII. CONCLUSION

There have been several SVM models used to classify data, but the SVM models have been used only as inductive learning methods. When SVM classifier has been combined with the advantages of analytical learning methods also, they are seen to perform better. In the proposed method, the model not only combines the benefit of both inductive and analytical learning methods but also takes care of the fact that no information is lost in terms of attribute selection. Here the attribute selection is also been combined with attribute ordering resulting in attribute evaluation. This has given an advantage that all the attributes have been used in the classifier and thus no information is lost. Since the model is not very complex to be used, it can be used for small as well as large data sets. One advantage of the proposed method is that the datasets that have large number of attributes and there is no other way to classify them but to have the attribute subset to classify it, there this model can be used efficiently as it doesn’t carry out the classification on the entire set of attributes in one go, but classify the data in two phases using all half of the attributes at a time. This eases the work of the classifier and a dataset with large number of attributes is also classified efficiently.
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